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ABSTRACT 

The future of personalized medicine is being redefined by artificial 
intelligence (AI), which promises to revolutionize clinical trials through 
improved patient recruitment, predictive modeling, real-time monitoring, 
and tailored therapeutic interventions. By leveraging large-scale genomic, 
clinical, and lifestyle datasets, AI facilitates biomarker discovery, 
stratification of patient populations, and optimization of trial protocols, 
resulting in more precise and cost-effective outcomes. Recent studies suggest 
that AI integration could reduce the average cost of drug development by 
nearly 15–20% and shorten approval timelines by up to 30%. However, this 
transformation also raises profound ethical, legal, and regulatory concerns. 
Vulnerable populations—such as children, the elderly, and socio-
economically disadvantaged groups—are disproportionately at risk if 
oversight is inadequate. Regulatory lapses in AI-driven trials could erode 
patient safety and public trust, necessitating strict compliance frameworks. 
Enforcement mechanisms worldwide already impose heavy sanctions: the 
EU AI Act (2021) introduces fines up to €35 million or 7% of global 
turnover, while the U.S. FDA may levy penalties exceeding $14,000 per day 
for non-compliance. Thus, the promise of AI-integrated clinical trials 
depends on a careful balance between innovation, ethical responsibility, and 
robust regulatory safeguards to ensure equitable healthcare for all. The 
researcher employs secondary research methods, relying on books, peer-
reviewed publications, and existing literature. 
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Introduction 

AI is rapidly transforming personalized medicine by supporting data-driven decision-making, 

adaptive trial designs, and targeted interventions. It reduces costs, enhances safety, and enables 

continuous monitoring. Yet, challenges such as data privacy, algorithmic bias, and unequal 

access highlight the dual role of AI as both innovation catalyst and ethical dilemma. It not only 

accelerates drug development but also reshapes trial design by supporting decentralized and 

virtual clinical trials. Wearable devices and mobile health apps integrated with AI permit 

continuous real-time monitoring of trial participants. This enables adaptive trial protocols that 

can respond dynamically to safety issues or emerging data. At the same time, challenges 

persist: algorithmic opacity (the 'black box problem') raises concerns for informed consent, 

while reliance on large datasets risks embedding systemic biases.1 The COVID-19 pandemic 

accelerated the adoption of AI-enabled virtual trials, demonstrating resilience against 

traditional disruptions. At the same time, the opacity of algorithms, risks of systemic bias, and 

gaps in legal oversight highlight the pressing need for robust ethical safeguards. Scholars 

emphasize that innovation must coexist with regulatory accountability, ensuring that AI-driven 

healthcare remains equitable, transparent, and trustworthy. 

 

 
1  Price, W. Nicholson II, Black-Box Medicine, 28 Harv. J. Law & Tech. 419 (2015). 
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History of AI in Clinical Trials 

The origins of artificial intelligence (AI) in clinical research can be traced back to the 1960s 

and 1970s, when early computational models were used for medical data analysis. These 

primitive tools set the stage for the Human Genome Project (1990–2003), which generated vast 

datasets requiring advanced machine learning to identify genetic variations and disease 

markers. By the late 1990s, computer-assisted trial management systems became common, 

primarily for statistical modeling and digital recordkeeping. 

A major turning point came in the early 2000s, when AI began assisting drug discovery and 

predictive toxicology. For example, IBM’s Watson for Oncology, launched in 2011, analyzed 

clinical trial data to suggest evidence-based cancer therapies, demonstrating the role of AI in 

precision medicine. Another milestone was the 21st Century Cures Act (2016) in the United 

States, which explicitly encouraged the adoption of digital innovation and real-world evidence 

in clinical trials. Parallelly, the European Union’s General Data Protection Regulation (GDPR) 

(2016) imposed strict patient data protections, forcing researchers to balance innovation with 

privacy safeguards. 

Globally, regulatory bodies began to respond to the rise of AI. The World Health Organization 

(WHO²) issued its first report on AI in health in 2021, highlighting the need for transparency 

and accountability. The European Commission’s AI Act (2021) further classified AI in 

healthcare as a “high-risk” application, mandating strict compliance and imposing fines of up 

to €35 million or 7% of global turnover for breaches. 

By 2024, AI had become a cornerstone of clinical trials, powering decentralized and virtual 

models that allowed participation across geographies. Companies like DeepMind (acquired by 

Google) developed AI systems capable of predicting protein structures, which accelerated 

vaccine and drug design, earning global recognition with the AlphaFold system. These 

milestones underline both the promise and peril of AI in healthcare—where unprecedented 

innovation must continually be weighed against ethical, legal, and social risks. 

Research Methodology 

This study uses secondary research methodology, analyzing peer-reviewed journals, books, 

government reports, and credible online sources. A qualitative comparative analysis examines 
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ethical, regulatory, and technological aspects of AI integration in clinical trials. 

Case Study: Oncology Trials 

Oncology: Cancer research has been at the forefront of AI integration in clinical trials. AI 

algorithms analyze genomic and proteomic data to identify therapies for subgroups of patients 

with specific biomarkers. For example, Tempus Labs developed an AI-driven platform that 

stratifies oncology trial participants based on genetic mutations, improving recruitment 

efficiency and trial outcomes. Similarly, IBM Watson2 for Oncology has been used in multiple 

clinical environments to recommend personalized treatment strategies, cutting down the trial-

and-error process in drug testing. Studies show that AI-assisted oncology trials have reduced 

screening failures by up to 30%, leading to faster and more cost-effective results. 

Cardiology: AI is revolutionizing cardiac safety monitoring in clinical trials. AI-driven ECG 

interpretation tools can detect arrhythmias, myocardial infarctions, and even early signs of 

heart failure with accuracy rates above 95%. For instance, the Mayo Clinic3 partnered with 

AliveCor to integrate AI-enabled ECGs into cardiovascular drug trials, allowing continuous 

remote monitoring of patients. By predicting adverse cardiovascular events before they occur, 

these tools have significantly lowered dropout rates in trials and reduced the risk of sudden 

trial-related complications.Diabetes: AI-integrated wearable devices now enable continuous 

glucose monitoring and adaptive insulin dosing. Clinical trials using such technologies have 

reported significant improvements in patient adherence and real-time safety. 

Diabetes: In diabetes research, AI-powered wearable devices now allow continuous glucose 

monitoring (CGM) and adaptive insulin dosing. Companies like Dexcom and Abbott 

(FreeStyle Libre) have incorporated AI algorithms that adjust insulin delivery in real time 

during clinical trials. A 2022 multi-center trial in the U.S. found that patients using AI-

integrated CGM systems demonstrated 20% higher adherence and 25% fewer hypoglycemic 

episodes compared to those using standard monitoring. These advancements not only improve 

patient safety but also enhance the validity and reliability of trial outcomes. 

Rare Diseases: In rare disease trials, AI has been instrumental in identifying eligible patient 

subgroups using genomic profiling. This precision recruitment reduces screening failures and 

 
2 IBM Watson Health. (2021). AI in Oncology Clinical Trials. 
3 Mayo Clinic & AliveCor Collaboration. (2021).  
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improves trial efficiency. 

Foreign case laws:  

1. Canterbury v. Spence4, 464 F.2d 772 (D.C. Cir. 1972) — Established the patient-centered 

informed consent doctrine, requiring disclosure of material risks. This applies to AI-integrated 

trials where patients must understand algorithmic roles and risks. 

2. Montgomery v. Lanarkshire5Health Board, [2015] UKSC 11 — Reinforced patient 

autonomy and informed decision-making in the U.K. In AI trials, transparency about 

algorithmic tools and alternatives is mandatory. 

3. Abdullahi v. Pfizer6, Inc., 562 F.3d 163 (2d Cir. 2009) — Highlighted unethical international 

trial practices, stressing protections for vulnerable populations. AI deployment in low-resource 

settings must ensure fairness and valid consent. 

4. Daubert v. Merrell7 Dow Pharms., Inc., 509 U.S. 579 (1993) — Established standards for 

admissibility of scientific evidence. AI models must demonstrate validation, reproducibility, 

and error-rate disclosure. 

Indian Case Laws 

5. Swasthya Adhikar Manch8 v. Union of India (2013) — Directed stronger trial regulation in 

India. AI tools must align with consent and compensation mandates. 

6. Samira Kohli9 v. Dr. Prabha Manchanda, (2008) 2 SCC 1 — Clarified scope of valid 

informed consent. AI trial consent must be meaningful and easily understandable. 

 

7. Indian Med. Ass’n v. V.P. Shantha10 AIR 1996 SC 550 — Brought medical services under 

consumer law. AI negligence in trials may be actionable under consumer protection law. 

 

 
4 Canterbury v. Spence, 464 F.2d 772 (D.C. Cir. 1972). 
5 Montgomery v. Lanarkshire¹ Health Bd., [2015] UKSC 11 (U.K.). 
6 Abdullahi v. Pfizer, Inc., 562 F.3d 163 (2d Cir. 2009). 
7 Daubert v. Merrell Dow Pharms., Inc., 509 U.S. 579 (1993). 
8 Swasthya Adhikar Manch v. Union of India, W.P. (Civil) No. 33 of 2012, Supreme Court of India (2013). 
9 Swasthya Adhikar Manch v. Union of India, W.P. (Civil) No. 33 of 2012, Supreme Court of India (2013). 
10 Indian Med. Ass’n v. V.P. Shantha,  AIR 1996 SC 550 (India). 
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8. HPV Vaccine11 PILs, W.P. (Civil) No. 558 of 2012 — Exposed unethical vaccine trial 

practices in India. Transparency in AI recruitment and monitoring processes is essential to 

maintain trust. 

9. DCGI12 Probe (2025) — Barred unauthorized AI-integrated trials at VS Hospital, 

Ahmedabad, reinforcing that trial sponsors remain liable for AI use under GCP standards. 

Comparison of Key Indian Case Laws 

Case Principle AI Implication 

Swasthya Adhikar Manch Consent & regulation Transparency in AI consent 

IMA v. Shantha Consumer protection AI negligence actionable 

Samira Kohli Informed consent Explicit AI trial consent 

HPV Vaccine PILs Ethics & oversight AI safeguards in vaccines 

VS Hospital Compliance enforcement Ban on unauthorized AI 
trials 

Enforcement Actions in Indian Clinical Trials 

 

 
11 Public Interest Litigations on HPV Vaccine Trials, W.P. (Civil) No. 558 of 2012, Supreme Court of India. 
12 Drugs Controller General of India (DCGI) Order, re: Unauthorized AI-integrated trials at VS Hospital, 
Ahmedabad (2025) (India). 
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India 

Recent draft legislation proposes stricter penalties for sponsors and CROs failing to provide 

compensation or medical management to injured participants.13These include imprisonment 

terms and fines, with severe cases attracting up to 10 years’ imprisonment for supplying 

spurious drugs.14 Broader provisions under India’s drug and medical device litigation 

framework provide fines ranging from ₹5,000 to ₹5 lakhs and imprisonment from six months 

to life, depending on the severity of the offence.15 

United States 

Under the FDA Amendments Act, sponsors who fail to register clinical trials or report results 

face civil penalties of up to $10,000 per day, adjusted for inflation to over $14,000.16The FDA 

may issue Notices of Noncompliance, and if unresolved within 30 days, escalate enforcement 

to civil monetary penalties, injunctions, or even criminal proceedings.17 

European Union 

The EU Clinical Trial Regulation (EU CTR), fully effective since 2022, empowers regulators 

to impose fines of up to €250,000 for non-reporting of trial results.18The EU Artificial 

Intelligence Act (2021) further imposes penalties as high as €35 million or 7% of global 

turnover for noncompliance involving high-risk AI systems.19 GDPR also applies, with fines 

of up to €20 million or 4% of global annual revenue for violations of patient data protection.20 

Solutions 

To ensure ethical, effective, and legally compliant AI-integrated clinical trials, the following 

solutions are recommended: 

1. Transparent Algorithm Audits: Mandate third-party algorithm auditing to detect bias, 

 
13 India Proposes Sponsor and CRO Fines in Event of Trial Participant Injury, BioXconomy (2024). 
14 Id. 
15  Drug and Medical Device Litigation 2024, India Chapter, ICLG.com. 
16 U.S. Food & Drug Admin., FDA Amendments Act, ClinicalTrials.gov Noncompliance Provisions. 
17 FDA, ClinicalTrials.gov Notices of Noncompliance and Civil Money Penalty Actions (2024). 
18 TranspariMED, EU Clinical Trial Regulation: What It Means (2022). 
19 European Commission, Proposal for the Artificial Intelligence Act, COM/2021/206 final. 
20  European Commission, Proposal for the Artificial Intelligence Act, COM/2021/206 final. 



 Indian Journal of Integrated Research in Law   Volume V Issue V | ISSN: 2583-0538  
 

   Page:  709 

validate accuracy, and ensure fairness. 

2. International Harmonization: Develop a unified framework aligning FDA, EU, and Indian 

standards for AI-driven trials to prevent regulatory arbitrage. 

3. Dynamic Informed Consent: Utilize digital consent platforms with real-time updates so 

patients remain informed as algorithms evolve. 

4. Strengthened Data Governance: Enforce GDPR-equivalent protections in India, ensuring 

strict anonymization, limited data retention, and accountability for breaches. 

5. Patient Advocacy Panels: Institutionalize panels comprising patient representatives, 

ethicists, and technologists to monitor AI deployment. 

6. Graduated Penalties: Impose sanctions proportionate to the severity of violations, ranging 

from fines to suspension of research licenses and criminal liability in egregious cases. 

7. Interdisciplinary Training: Mandate training programs for clinicians, data scientists, and 

regulators in both AI methodologies and bioethics. 

8. Public Transparency Reports: Require annual disclosures from sponsors and CROs on AI 

tools used, accuracy rates, and adverse event predictions. 

Conclusion 

AI-integrated clinical trials represent a transformative frontier in personalized medicine, 

offering unprecedented opportunities for efficiency, precision, and patient-centered care. By 

leveraging genomic profiling, predictive analytics, and real-time monitoring, AI reduces costs 

and accelerates drug discovery while enabling truly adaptive trial designs. Yet these benefits 

come with serious ethical and regulatory responsibilities. 

Case law from both foreign and Indian courts highlights that informed consent, transparency, 

and patient autonomy are non-negotiable, even when advanced technologies are deployed. 

Regulatory regimes across jurisdictions — from the FDA’s SaMD Action Plan to the EU AI 

Act and India’s New Drugs and Clinical Trials Rules — are converging on stricter 

accountability frameworks that hold sponsors liable for algorithmic risks, data misuse, and trial 

misconduct. Enforcement trends, including multi-million-euro GDPR fines in Europe and 
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recent DCGI¹⁷ probes in India, demonstrate that regulators are prepared to act decisively when 

ethical or safety standards are compromised. 

The way forward requires harmonization of international standards, adoption of transparent 

algorithm audits, dynamic informed consent, and strong data governance, alongside 

meaningful patient participation. Only by embedding ethics into design and compliance into 

deployment can AI maintain public trust and ensure equitable access to its benefits. 

Ultimately, the future of AI in clinical trials lies in striking a balance: innovation must 

accelerate healthcare progress, but never at the expense of dignity, rights, and safety. The 

integration of AI into personalized medicine will succeed not merely as a technological 

revolution, but as a legal and ethical evolution. 

 


